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A monolayer of C60 molecules on a flat surface provides an unusual substrate for the adsorption of simple
gases. Both the lattice constant and the corrugation are larger than is typical of most traditional surfaces. These
differences give rise to different phenomena, such as unusual commensurate phases. This paper discusses the
ordering transition of various gases corresponding to the filling of the honeycomb array of threefold coordi-
nated hollow sites located between C60 molecules. That transition is investigated with Monte Carlo simulations
and analytical �lattice-gas� models. The value of the resulting transition temperature �Tc� depends on the form
assumed for the long-range interaction and the role of many-body effects, i.e., screening, due to gas molecules’
close proximity to the C60 layer. The effect of three-body interactions is found to be large in all cases
considered.
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I. INTRODUCTION

Interest in fullerenes has led to many studies of adsorption
on carbon nanotubes.1–5 There have also been a number of
studies of gas adsorption on various forms of C60 including
individual buckyball molecules,6–8 C60 monolayers,9–12 and
the bulk C60 �fullerite� crystal.13–15 In the case of nanotubes,
the small carbon spacing ��1.4 Å� implies that the
corrugation—the lateral variation in the adsorption
potential—is relatively small. For that reason, as well as
computational simplicity, this corrugation has been omitted
completely from many, but not all, theoretical studies of ad-
sorption on nanotubes and buckyballs.

Gas adsorption on a layer of buckyballs involves two
kinds of corrugation. One is that associated with the small
C-C spacing, which is very similar to that found on nano-
tubes. The other corrugation is due to the large size of the
buckyballs—effects of which include a large lattice constant
and a significant periodic potential experienced by an adsor-
bate. The consequence of this potential is the existence of
observable commensurate phases for various gases. The
present paper explores the first commensurate phase to ap-
pear with increasing pressure of a gas of small physisorbed
molecules. This phase is the ground state of this adsorption
system in which each molecule is surrounded by three
buckyballs �see Fig. 1�. It has been observed in both LEED
studies and adsorption isotherms, both experimental and
simulated.9–11 However, the ordering transition associated
with the appearance of the molecules at these sites has not
yet been observed or predicted. A similar transition was in-
vestigated some time ago by the group of Vilches16 that in-
volves adsorbed gases on the surface of graphite “preplated”
with a monolayer of Kr. These commensurate phases exhibit
the same symmetry as that found in the buckyball problem,
but the lattice constant is much larger and the transition tem-
perature is much lower in the latter case because the Xe
diameter is less than half that of C60.

This paper presents computer simulations of the adsorp-
tion of Xe on a monolayer C60 film. The resulting isotherms,
coverage vs pressure, exhibit a low-pressure, low-
temperature step corresponding to the filling of these sites to
which the adsorbate is strongly bound. The transition of in-
terest involves the interactions between these adsorbed mol-
ecules. The critical temperature Tc for this transition is pro-
portional to this interaction strength as is known from lattice-
gas �LG� models of adsorption. In the simplest treatment, the
only role of the C60 molecules is to provide the sites used in
the lattice-gas description. In a more elaborate exploration,
the C60 alters the adsorbate-adsorbate interactions. While the
latter is investigated here, one complication is omitted
completely—the dynamics of the substrate. This is justified
by the fact that the temperatures are so low that the relevant
C60 motions are small.

We consider here a variety of interaction models in order
to explore the various effects that determine Tc. The resulting
values of Tc vary by more than a factor of two for a given
adsorbate, depending on the choice of model. Experimental
observation of the transition will provide valuable informa-
tion about these interactions.

II. SIMULATIONS WITH LENNARD-JONES
INTERACTIONS

We have used grand canonical Monte Carlo simulations to
predict the adsorption behavior of Xe on the C60 surface. The
method, identical to that used in our previous study of this
problem,10 requires two input potentials. One is the Xe-Xe
interaction, for which we have used the venerable Lennard-
Jones �LJ� interaction, with parameters �=4.1 Å and � /kB
=221 K, respectively. The other is the Xe-C60 interaction,
which we take to have the form
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Here, R=3.55 Å, �gs=3.75 Å, and �gs /kB=78.7 K are the
Xe-C60 LJ interaction parameters used in previous work.
This interaction is derived15 by integrating the two-body po-
tential over the buckyball surface, which is taken to be a
two-dimensional continuum of carbon with atomic density
0.38 /Å2. This continuum representation of the buckyball’s
adsorption potential is an adequate approximation found ex-
perimentally to be accurate for the case of nanotube
adsorption.1 Possible improvements of the model to include
corrugation would assume transferability of experience with
adsorption on graphite, for which the magnitude of the cor-
rugation remains ambiguous in spite of 50 years of study of
that problem.17

Figure 2 shows the resulting isotherms as a function of
temperature. The control parameter is the chemical potential,
�, which is a monotonic function of pressure, P, given for an
ideal gas by the relation ��=ln��P�3	. Here �−1=kBT and �
is the de Broglie thermal wavelength. The ideal-gas assump-
tion is well satisfied in the present regime of P and T.

Below about 35 K, the observed phases, depending on �,
are either a low-density gas or a high-density “condensed”
phase in which nearly all sites are occupied. There is a ver-
tical step that separates these two regimes of coverage cor-
responding to a pressure �chemical potential� at which two-
phase coexistence occurs. Near and above 40 K, instead, the
curves are rounded, indicating that the system is within the
hypercritical regime. We estimate the critical temperature
from these simulations to be �Tc�sim=35�5 K.

Quite careful investigation �using simulations� of the tran-
sition might be warranted except for the fact that this ob-
served behavior is characteristic of the much-studied LG
transition, for which the critical exponents are known to be
described exactly by the two-dimensional Ising model.18 The
LG approach is commonly used to describe the liquid-vapor
transition even though the model’s discretization oversimpli-
fies the physics of these fluid phases. The model’s validity in
describing critical behavior is a result of universality because
the dimensionality of the order parameter is one for both the
LG and the realistic condensation cases. The application of
the LG model is somewhat more appropriate for the present
application than for bulk condensation since the artifice of
the lattice structure is a reality for the adsorption problem.
Indeed, the potential localizing the atoms at these sites on
C60 is much larger than is encountered in most adsorption
problems.

III. ISING-MODEL INVESTIGATION OF Tc

The appropriate model for this system is the Ising model
on a honeycomb lattice. An exact solution for the critical
temperature is given by the formula19,20

�kBTc/J�honey = 2/ln�2 + 31/2	 
 1.519. �2�

Here J is the �ferromagnetic� exchange coupling within this
model, which includes only the nearest-neighbor interaction
energy �V�. The factor �1.52 is approximately one half of the
mean-field value 3.0, which is equal to the number of nearest
neighbors. In the transformation from the LG model to the
Ising model, the relationship between parameter values is
J=−V /4. In the case of Lennard-Jones interactions, the value
of J might be taken to be JLJ, which is derived from the pair
interaction

VLJ�r� = 4����/r�12 − ��/r�6	 � − CLJ/r6, �3�

CLJ = 4���/r�6. �4�

Here r=5.8 Å is the spacing between Xe atoms in the hon-
eycomb array. The omitted repulsive term in the right-most

FIG. 1. �Color online� Schematic view of the buckyballs �gray�
with some occupied adsorption sites �yellow circles�. These sites
are located 0.44 nm above the plane containing the centers of the
buckyballs.
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FIG. 2. �Color online� Fractions of threefold sites that are occu-
pied by Xe atoms as a function of chemical potential and tempera-
ture. From right to left, the simulated temperatures are 23, 25, 30,
35, 40, 45, 50, and 55 K, respectively.
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expression of Eq. �3� represents a 12% correction to U, and
hence, J. In the simulations, of course, the complete LJ in-
teraction was used, resulting in a value of VLJ�r�=96.7 K.
Thus, the exchange energy is JLJ=−VLJ�r� /4
24.2 K. This
results in a transition temperature �predicted by Eq. �2�	 of
�Tc�LJ=37 K. This value is close to that estimated from the
simulation results of Fig. 2.

One might inquire about corrections to the model predic-
tions arising from long-range interactions. A simple estimate
of the effect of the more distant neighbors employs the fol-
lowing ansatz: an “improved” value �J�� of the exchange
parameter is derived from the ratio of the net interaction
energy per particle Vtotal for the fully occupied lattice to the
value �3/2� VLJ�r� found from a model with only nearest-
neighbor interactions. That is, the long-range interaction cor-
rection factor is given by

J�/J = 2Vtotal/�3VLJ�r�	 . �5�

We find �from a lattice sum over the honeycomb array� that
the right-hand side is equal to 1.14 so that our corrected
estimate is �Tc�LJ,corrected�42 K. This value is higher than
the simulation results appearing in Fig. 2.

The preceding estimate of Tc is an improved version of
the original prediction based on the LJ potential. However,
this value needs to be further modified because of the inad-
equacy of the LJ form of the interaction. To be specific, the
free-space interaction between atoms assumes the general
form V�r��−C6 /r6 at large separation r, where C6 is the van
der Waals interaction coefficient �the value of which is
known, within a few percent for the inert gases�.21,22 The
theoretical value of C6 is significantly less than the value
�CLJ� computed above from the LJ functional form,

CLJ = 4��6. �6�

The ratio CLJ /C6 is about a factor of two for Xe as seen in
Table I. This inadequacy of the asymptotic form of the LJ
potential reflects the fact that its parameters were chosen to

fit the virial coefficient and other data, thus emphasizing ac-
curacy of the fit near the minimum of the potential at the
expense of accuracy at large separation.

In order to compute the resulting Tc with the corrected
interaction, we incorporate the revised values of the
asymptotic coefficient in a straightforward rescaling of the
previous result. Including all of the factors mentioned above,
the resulting expression is

kBTc = 1.14�1.52�C6/CLJ�	�VLJ�r��/4 = 0.43�C6/CLJ��VLJ�r�� .
�7a�

Table I presents values of the predicted critical tempera-
tures for a number of simple gases. We note in passing that a
slightly simpler expression would result if the repulsive part
of the interaction were neglected,

�kBTc�� = 0.43C6/r6. �7b�

The difference between Eqs. �7a� and �7b� is the inclusion
of the repulsion in the former equation, which should there-
fore be more accurate. The difference is small for the gases
shown in the table with a maximum 12% effect for Xe. �The
ratio of the repulsion to the attraction for a LJ gas is the
factor �� /r�6, which is larger for Xe than for the other gases.	

IV. THREE-BODY CORRECTION
TO THE Xe-Xe INTERACTION

The interaction between Xe atoms is modified by the
presence of the substrate. This many-body correction will
further alter the predicted value of Tc. For semi-infinite sur-
faces within the continuum approximation, an expression ob-
tained by McLachlan25 was used to evaluate this correction
for physisorbed noble gases. In other cases, the three-body
Axilrod-Teller-Muto �or “triple-dipole” �DDD�	 dispersion
energy has been used to evaluate the substrate-mediated dis-
persion energy.26–29 This energy is the nonadditive dispersion
energy arising in third-order perturbation theory from the
interactions of fluctuating dipole moments on the two ada-
toms and one carbon atom.

TABLE I. LJ interaction parameters, � and �, and predicted critical temperatures �from Eq. �7a�	 for gases
on C60. Parameters taken from Berry et al. �Ref. 22� or Wang and Johnson �Ref. 23�, from which CLJ

=4��6 is computed. Values of C6 are from Kumar and Meath �Ref. 24� for atoms or Bruch et al. �Ref. 20�
for molecules. Gases are listed in the order of Tc. Three-body interactions are not included in its determina-
tion. The three-body/two-body ratio, −V3 /V2, is between particles on neighboring sites. The critical point for
the bulk phase is included for comparison.

Gas � �Å� � �K� CLJ �KÅ6� C6 /CLJ Tc �K� −V3 /V2 Tc-bulk �K�

He 2.556 10.22 1.14E4 0.89 0.11 0.62 5.21

Ne 2.749 35.60 6.15E4 0.72 0.49 7.94 44.4

H2 2.928 37 9.33E4 0.85 0.88 0.69 32.99

O2 3.58 117.5 9.89E5 0.43 4.5 154.6

Ar 3.405 119.8 7.47E5 0.60 4.9 0.52 150.7

N2 3.698 95.05 9.72E5 0.52 5.3 126.3

CH4 3.817 148.2 1.83E6 0.49 9.3 190.7

Kr 3.60 171 1.49E6 0.60 9.5 0.53 209.4

Xe 4.10 221 4.20E6 0.47 19 0.43 289.7
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The DDD energy VAAC
�3� at fixed adatom separation �r�i

−r� j�=5.8 Å is given by a sum over carbon atoms’ positions

VAAC
�3� �ri,r j� = 	kU

�3��ri,r j,rk� . �8�

Here r�k is the position of the kth carbon atom on the bucky-
ball surface and UAAC

�3� is its DDD interaction with adatoms at
r�i and r� j. A simple result for the Axilrod-Teller-Muto inter-
action UAAC

�3� holds for isotropic oscillators at large separa-
tions,

UAAC
�3� = 
AAC

3 cos �i cos � j cos �k + 1

rij
3 rik

3 rjk
3 . �9�

Here 
AAC is the DDD coefficient; rij, rik, and rjk are the
interatomic distances in a given triplet; while �i, � j, and �k
are the internal angles of the triangle formed by the atoms i,
j, and k. The sign of the DDD energy depends on the geom-
etry of the triangle formed by the three atoms. It is positive
for acute triangles, while for most obtuse triangles it is nega-
tive so that there is significant cancellation among terms of
opposite signs.

The strength coefficient 
AAC can be estimated with a
Drude-type or London-type single energy approximation to
the atomic spectra,


AAC =
3�A

2�CECEA�EC + 2EA�
4�EA + EC�2 . �10�

Here �A is the static polarizability of a Xe atom, and �C is
the static polarizability of a carbon atom on the C60
surface—the experimental value of 1.275 Å3 taken from An-
toine et al.30 The energies EA and EC are characteristic ener-
gies of the adatom and C atom, respectively. EA is taken from
Ref. 7, while EC is approximated with the characteristic en-
ergy EC derived for graphite, Ec=16.2 eV. The resulting dis-
persion constant is 
AAC=2002 K Å9.

For simplicity, we perform the summation of gas-surface
DDD interactions �Eq. �8�	 by smearing out the carbon atoms
on the buckyballs’ surfaces. This continuous approximation
introduces an error, but the qualitative trends are expected to
be accurate; in any case, we do not know the orientation of
the individual buckyballs. The major contribution to the
DDD dispersion energy comes from the four buckyballs ad-
jacent to the physisorbed Xe; these four nearest-neighbor
buckyballs are denoted by I and II in Fig. 3. The contribution
of the next four closest buckyballs is tiny; the inclusion of
these second-order C60’s leads to only �0.3% correction to
the overall DDD energy. We consider, therefore, only the
screening effect from the four neighboring C60’s �Fig. 3�.
Under these assumptions, the net DDD contribution from
four buckyballs, of radius R=3.55 Å, takes the form

VAAC
�3� =

n
AAC

l3R4 �MI�a,bI�,bI�� + MII�a,bII� ,bII� �	 , �11�

where n=0.38 Å−2 is the surface density of carbon atoms
and l=5.8 Å is the distance between adatoms. Here, a
= l /R, bI�=bI�=d /R, bII� =d /R, and bII� =1.7d /R where d
=7.28 Å is the distance from the adatom to the center of the
buckyball. The parameters bI� and bI� reflect the relative po-
sitions of the centers of buckyballs �Fig. 3�. The integrals

MI�a ,bI� ,bI�� and MII�a ,bII� ,bII� � are dimensionless integrals
over the finite spherical surface of the four nearest-neighbor
buckyballs. Numerical integration over the spherical surface
is carried out using the MATHEMATICA6.0 software package.31

In the case of type I buckyballs, we find a strongly repul-
sive DDD interaction with energy VAAC�I�=26 K. The ge-
ometry of type II favors the formation of more obtuse tri-
angles, which leads to a net attractive DDD energy:
VAAC�II�=−3.1 K. Summing these terms, the overall DDD
dispersion energy is repulsive: VAAC=22.9 K. Compared to
the free-space pair interaction UAA

�2� at adatom separation l
=5.8 Å �UAA

�2� =53 K�, the three-body DDD screening effect
is quite large ��43%� such that the attraction between Xe
atoms is reduced to just 57% of its free-space value.

Results for the three-body energy V3 of other simple gases
are shown in the right column of Table I—expressed as
−V3 /V2, which is the magnitude of the ratio of this energy to
the pair energy V2 �for particles on neighboring sites�. The
ratio is seen to be even larger for the other gases than for Xe,
which can be explained by the closer proximity of the ad-
sorbed species to the surrounding C atoms. The vertical lo-
cations of the adsorption sites with respect to the buckyball
centers are 2.9, 3.1, 3.4, 3.8, and 3.9 Å for He, Ne, H2, Ar,
and Kr, respectively. An exceptionally large ratio
��−V3 /V2��8	 was found for Ne. The reason is that, for Ne,
the numerator of this ratio is particularly large and the de-
nominator is much smaller than what occurs for other gases.
The numerator is large because neon’s small size means that
it adsorbs particularly close to the C60, enhancing the three-
body interaction, which varies as a very high inverse power
of separation. The denominator is small because the Ne-Ne
separation on the surface is large compared to neon’s equi-
librium spacing. We are not aware of other cases where the
three-body interaction is so high. In all of these cases, one
must be concerned about the role of higher-order many-body
forces, which are surely not negligible if the three-body en-
ergy is so large.

We note in passing that there exists a different kind of
three-body interaction present in this problem involving

FIG. 3. �Color online� Schematic geometry depicting the three-
body Xe-Xe-C interactions. The main contribution to the DDD dis-
persion energy comes from the four fullerenes denoted as I and II.
Note that the Xe adsorption sites are located in a plane 4.4 Å above
the plane containing the buckyball centers.
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three adatoms, VAAA
�3� . Since three-body interactions vary as a

triple product of the polarizabilities divided by the cube of
the separations, which are quite large for the adatoms, this
energy is small compared to the three-body energy involving
the ensemble of C atoms.

V. DISCUSSION

In this paper we have addressed a low-temperature tran-
sition of gases adsorbed on a monolayer of C60. The key
theoretical variable determining the critical temperature is
the long-range interaction between the adatoms or admol-
ecules. This quantity is well known in the gas phase but we
find that the substrate modifies this interaction and therefore
the transition temperature to an extent much greater than
what has been found previously for other surface transitions.

The predicted critical temperatures in Table I are observed
to increase with molecular interaction, �, apart from N2,
which is slightly “out of place”; alternatively, the sequence is
seen to be ordered by the � parameter �except for O2 and
Kr�. In all cases, these values of Tc are much smaller than the
critical temperatures, Tbulk, for the bulk liquid-vapor transi-
tion. The explanation is that the surface transition tempera-
ture obeys Eq. �7b� approximately, while Tbulk of these gases
is �within a few percent� equal to 1.25�. The ratio of these
expressions varies as Tc /Tbulk��� /r�6, which is much
smaller than 1. With appropriate prefactors inserted, one
finds the ratio to be Tc /Tbulk�0.05 �consistent with the tabu-
lated values� within a few percent.

The tabulated predictions of Tc do not include the effects
of three-body interactions. These have been found to yield
substantial repulsive interactions as was found to be the case
in our previous study of adsorption on carbon nanotubes.27

Where these interactions are included and higher-order inter-
actions are negligible, the critical temperature would be re-
duced from the tabulated value by a factor of 1+V3 /V2. The
problem with making quantitative predictions based on these
contributions is that large three-body interactions imply that
higher-order many-body interactions are likely to be impor-
tant. We intend in the future to investigate such higher-order
terms using the so-called “coupled-dipole method.”32

Because the predicted transition temperatures are so low,
observing these transitions requires experimentalists to ex-
plore temperature regimes about one tenth of the bulk triple
temperatures. This means that the vapor pressures are low
and equilibrium will be slow. Interestingly, it may be the case
that the most feasible system is He, in spite of its low value
of Tc, since its quantum mobility will facilitate equilibration.

We expect that quantum effects should not alter the Tc pre-
dictions significantly since even the He atoms are highly
localized near the adsorption sites by the strongly attractive
potentials there.

At this point we note that He on graphite exhibits a much-
studied commensurate phase—the �3
 �3R30° phase.20,33

This phase persists to quite high temperature �for He�,
�3 K, essentially independent of isotopic species. Its tran-
sition and that of the analogous H2 phase,33 near 20 K, are
described by the three-state Potts model rather than the Ising
model.34–36 The reason is that this ordered phase can occupy
any one of three equivalent sublattices since nearest-
neighbor hexagons are not simultaneously occupied on
graphite due to the mutual repulsive interaction. As men-
tioned in Sec. I, a somewhat similar transition was investi-
gated some time ago by Tejwani et al.16 In their study, He
was adsorbed on the surface of graphite preplated with a
monolayer of Kr. The latter corresponds to a transition to a
�1
1��1 /2� structure, which is the ground state of the sys-
tem; there, only half of the possible sites are occupied in the
ordered state since neighboring sites are too close for both to
become occupied. In our system, instead, the ground state is
a fully occupied hexagonal array as shown in Fig. 1, while
the critical coverage involves a triangular array with half of
the sites occupied. A wide variety of other commensurate
phases and transitions between them have been seen for
other adsorbed gases.20,33,37

Many commensurate phases have been explored by meth-
ods other than isotherms. Direct observation with scanning
tunnel microscopy �STM� is the most straightforward tech-
nique. Low-energy electron diffraction �LEED� and other
diffractive techniques have the shortcoming that the phase of
interest has the same symmetry as that of the C60 lattice.
However, the critical point should be discernible because of
the critical opalescence manifested in the scattering pattern.
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